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The Midterm
§Cheating

§ 17% of you received an email about potential AI 
violations. Schedule your meeting within the timeframe, or 
you will automatically fail the class

§ Punishment will depend on what is determined at the 
meeting

§Difficulties
§ If you scored below a 35 on the exam (and did not cheat)

§ There will be a remediation session at some point after the AI 
violations have been addressed

§ If you attend and submit corrections to your exam, you will be 
able to receive up to 35 points
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Other Announcements
§Quizzes will change moving forward

§ 1-2 questions, like those on the exam
§ Quiz 7 is out now

§Course Evals
§ I read them!
§ Tough to satisfy all complaints 

§ Too fast, too slow
§ Too much math, not enough math
§ Not enough math, not enough coding

§ Things I will address:
§ I will slow down
§ Adding more math sometimes, and more code others
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Other Announcements (cont.)

§PA3 is due Friday
§ You may use simpledorf
§Do not count the final annotation (by 3rd party if the first 

two annotators disagree) in your calculation
§ There are no right answers. Make a decision on how 

you’re going to do the labeling, and then use it! Discuss 
what worked/didn’t in your write-up
§ Love the discussion on Piazza!

§We will discuss as a class some time next week
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Questions/Comments
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OK. Moving along. First, a look back

§Evaluation metrics for classification: Precision, 
Recall, Accuracy, F1, Precision@K

§Evaluation curves: Precision/Recall, ROC
§Annotation: the basics, and measures of 
agreement
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A look forward
§ Topics we must cover

§ Clustering
§ K-means
§ Gaussian Mixtures & the EM Algorithm
§ Agglomerative clustering

§ Dimensionality reduction w/ PCA
§ Graphical Models

§ Bayesian statistics – the basics
§ Basic interpretation of graphical 

models
§ Bayesian learning for regression/ 

Mixture models
§ Deep Learning

§ Backprop
§ Basic models

§ Bias/Fairness
§ Measures
§ Concepts
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§ Topics we might cover, in order
§ Kernels
§ SVMs
§ Dimensionality reduction w/ 

UMAP
§ Causal Inference
§ Non-IID data: HMMs, Networks, 

Spatiotemporal data
§ Other learning frameworks: 

Active Learning, RL, Ranking, 
human-in-the-loop
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A look forward (cont.)

§ Left:
§ 4 Quizzes

§ Remember, new format

§ 2 Programming Assignments
§ PA4: Unsupervised Learning (Dimensionality Reduction and Clustering)
§ PA5: Deep Learning

§ 1 Final
§ Same as midterm, except aforementioned concerns will be addressed.
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“Unsupervised” Learning

§High level – machine learning when you don’t have labels
§Good example: Spotify Daily Mixes

§How might you implement this?
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Supervised vs. Unsupervised is a Grey Zone
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§ Supervised or 
unsupervised?

§Also:
§ semi-supervised

§ Distantly supervised
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Reminder: We can treat our data as points in space
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Our Class

§We will consider two forms of what is traditionally known as 
unsupervised learning:
§ Clustering – You give me a set of points, I tell you how they fall 

into a set of groups

§ Dimensionality Reduction – You give me a set of points in D 
dimensions, I return to you data in K dimensions, K << D, where 
those points retain “similar content” to the points in D dimensions
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Visual Intuition: Clustering
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§ Basic idea: Find the best partition of a set of points into a smaller set of groups
§ What is a cluster?
§ Intuitively, a set of points. Can also think of it as an area in the feature space
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Quiz: What is the best clustering?
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Today: Clustering with the K-Means Algorithm

§A 3-step Algorithm 
1. Initialize a set of k 

cluster centers
Iterate until convergence
2. Assign each point to

the closest center
3. Update the position of

the centers

17

ÉÉ

I



@_kenny_joseph

Example w/ Visual Tool

https://www.naftaliharris.com/blog/visualizing-k-means-
clustering/

§Building Intuitions
§How might you figure out the right k?
§What dataset does kmeans not work well on? Why?
§What is the benefit of assigning clusters vs random 

initialization?
§What might be a good way to assign clusters?
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Formally
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Step 1: 

Step 2: 
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Hand-Drawn Example
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Hand-Drawn Example
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Hand-Drawn Example
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Other Important Concepts - Convergence

§Does this converge?
§ Yes! But only to local minima 
§ More in the code example

§What might we do to address our local minima problem?
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Other Important Concepts – Feature Scaling

§ Important to scale your features! Why?
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Other Important Concepts – Non-Euclidean 
Distance
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Kernelized KMeans
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https://cse.iitk.ac.in/users/piyush/courses/ml_autumn
16/771A_lec10_slides.pdf


